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#### Abstract

Complex networks often possess communities defined based on network connectivity. When dynamics undergo in a network, one can also consider dynamical communities, i.e., a group of nodes displaying a similar dynamical process. We have investigated both analytically and numerically the development of a dynamical community structure, where the community is referred to as a group of nodes synchronized in frequency, in networks of phase oscillators. We first demonstrate that using a few example networks, the community structure changes when network connectivity or interaction strength is varied. In particular, we found that community switching, i.e., a portion of oscillators change the group to which they synchronize, occurs for a range of parameters. We then propose a three-oscillator model: a bidirectional, weighted chain of three Kuramoto phase oscillators, as a theoretical framework for understanding the community formation and its variation. Our analysis demonstrates that the model shows a variety of partially synchronized patterns: oscillators with similar natural frequencies tend to synchronize for weak coupling, while tightly connected oscillators tend to synchronize for strong coupling. We obtain approximate expressions for the critical coupling strengths by employing a perturbative approach in a weak coupling regime and a geometric approach in strong coupling regimes. Moreover, we elucidate the bifurcation types of transitions between different patterns. Our theory might be useful for understanding the development of partially synchronized patterns in a wider class of complex networks than community structured networks.
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## I. INTRODUCTION

For decades now, complex networks and their dynamical processes have attracted much attention because of their broad applicability, which ranges from biology to engineering [1,2]. Complex networks often possess community (or module) structure, that is, there are groups of nodes that interact more intensely inside each group than between different groups [3]. In biological, social, and technological networks, the presence of a community takes an important role in their function. For example, in the worldwide web, a community may correspond to a set of web pages on related topics [4]; in protein-protein interaction networks, it may correspond to a functional group involved in a particular process, such as cancer [5]. Another notion of community is possible when dynamics are considered, that is, a group of nodes that share similar dynamical processes. Dynamical community can be found in many systems, including in decision-making [6], voter [7,8], and animal group consensus models [9-11].

A large body of dynamical community examples can be found in oscillator networks [9,11-17]. For example, a group of oscillators with the same effective frequency (i.e., frequency-locked oscillators) can be regarded as a dynami-

[^0]cal community $[18,19]$. Such a dynamical community may emerge as a self-organization process, as experimentally demonstrated using interacting chemical oscillators [20]. In general, the formation of a community is expected to be facilitated in a group of oscillators with both intense connection and similar natural frequencies. However, a group of oscillators does not necessarily share both properties. In this case it is nontrivial which property dominates in the formation of a dynamical community. Recently, it was numerically shown that in oscillators in a unidirectional chain, the community configuration depends on the overall coupling strength. In particular, oscillators may go back and forth in the community to which it belongs as the overall coupling strength increases [21]. Here, we refer to this phenomenon as community switching. Although this work is of great interest because it demonstrates the plasticity of a community structure in oscillator networks, the mechanism and the conditions of the formation and the switching of a community remain obscure because their theoretical analysis is based on a very simple setup (i.e., a chain of three oscillators coupled unidirectionally).

In the present paper we first numerically demonstrate that community switching occurs in oscillator networks when the network connectivity or the overall coupling strength is varied. We then propose a theoretical framework for understanding community switching. More concretely, we propose and analyze a three-oscillator model comprising three oscillators


FIG. 1. Community switching demonstrated in the full model, given in Eq. (1) with $N=6$. We set $\omega_{0,1}=1$ and $\omega_{2,3,4,5}=3$. (a) A randomly evolving network comprised of six oscillators with fixed $\lambda=1$. Community switching occurs between $l=6$ and $l=7$. (b) Various coupling strengths $\lambda$ for a fixed adjacency matrix given in Eq. (A1). Community switching occurs at around $\lambda=0.6$.
connected in a bidirectional chain with arbitrary weights. We obtain the expressions for the critical coupling strength in terms of the network parameters, natural frequencies, and overall coupling by partly exploiting a perturbative and geometric approaches. We also elucidate the bifurcations that occur when the community structure changes. Our analysis sheds light on the interplay between network connectivity and intrinsic dynamical properties in the community formation.

The remainder of this paper is organized as follows: In Sec. II, we conduct numerical simulations of particular oscillator networks and show that various community structures arise when the network connectivity or the overall coupling strength is manipulated. In Sec. III we propose a threeoscillator model and analyze its basic properties. In Sec. IV we present the bifurcation analysis of the three-oscillator model. In particular, we conduct a higher-order perturbation analysis where the overall coupling strength and one of the frequency differences are treated as small parameters. Moreover, we implement a geometric approach to prove the existence of periodic orbits corresponding to partial synchronizations. In Sec. V we apply our three-oscillator model to a particular oscillator network and show that our three-oscillator model qualitatively captures the behavior of a complex network. Finally, in Sec. VI we conclude and discuss our results.

## II. SYNCHRONIZATION AND COMMUNITY SWITCHING IN OSCILLATOR NETWORKS

We consider a network composed of $N$ Kuramoto phase oscillators [22]. The model is given by a set of evolution equations for the oscillator phase $\phi_{i}(i=1,2, \ldots, N)$ :

$$
\begin{equation*}
\dot{\phi}_{i}=\omega_{i}+\lambda \sum_{j=1}^{N} A_{i j} \sin \left(\phi_{j}-\phi_{i}\right), \tag{1}
\end{equation*}
$$

where $\omega_{i}$ is the natural frequency of the oscillator $i$, and $\lambda$ is the coupling strength. The network connection topology is determined by an adjacency matrix $A$, where its element $A_{i j}$ is 1 if oscillator $i$ is connected to oscillator $j$, and 0 otherwise. In this article we consider undirected networks only; thus, the matrix $A$ is symmetric. We observe the effective frequency of the oscillator $i$, defined as follows:

$$
\begin{equation*}
\Omega_{i}^{\mathrm{eff}}:=\frac{\phi_{i}(T)-\phi_{i}\left(T_{0}\right)}{T-T_{0}} \tag{2}
\end{equation*}
$$

where $T$ and $T_{0}$ are sufficiently large constants. When the effective frequencies of oscillators $i$ and $j$ converge to a same value, i.e., $\Omega_{i}^{\text {eff }}-\Omega_{j}^{\text {eff }} \rightarrow 0$ as $T \rightarrow \infty$, these oscillators are regarded as being synchronized and thus in the same dynamical community. We employ $T=3000$ and $T_{0}=1500$ in numerical simulations.

In this section we numerically demonstrate the community switching in particular networks. In the demonstration we assume that $\omega_{i}$ takes only two values. With this choice we have two trivial communities in the absence of an interaction; thus we can highlight the effect of the interaction on the community formation. We investigate two particular cases: (i) a randomly evolving network with fixed $\lambda$, and (ii) various $\lambda$ values with a fixed network structure. Their detailed analysis is performed in Sec. V based on the theory presented in Sec. III.

Case (i). We consider a complete network of six oscillators, where the total number of edges is $l=15$. We cut one randomly chosen edge in each step until all edges are removed. Figure 1(a) shows the numerical simulation results. Here, oscillator 1 undergoes community switching between $l=6$ and $l=7$ : whereas oscillator 1 synchronizes with oscillators 0 at $l=6$, it synchronizes with oscillators $2,3,4$, and 5 at $l=7$.

Case (ii). Figure 1(b) shows the numerical simulation results for a network composed of six oscillators with the adjacency matrix given in Eq. (A1). In this example network, oscillator 1 undergoes community switching at around $\lambda=0.6$.

Note that we do not observe hysteresis in both cases, suggesting only one stable state at each parameter set.

## III. THREE-OSCILLATOR MODEL

## A. Model and its derivation

As a tractable model useful for understanding and analyzing community switching, we propose the following three-oscillator model:

$$
\begin{align*}
\dot{\phi}_{\mathrm{A}} & =\omega_{\mathrm{A}}+\operatorname{ar} K \sin \left(\phi_{\mathrm{B}}-\phi_{\mathrm{A}}\right),  \tag{3a}\\
\dot{\phi}_{\mathrm{B}} & =\omega_{\mathrm{B}}+a K \sin \left(\phi_{\mathrm{A}}-\phi_{\mathrm{B}}\right)+K \sin \left(\phi_{\mathrm{C}}-\phi_{\mathrm{B}}\right),  \tag{3b}\\
\dot{\phi}_{\mathrm{C}} & =\omega_{\mathrm{C}}+s K \sin \left(\phi_{\mathrm{B}}-\phi_{\mathrm{C}}\right), \tag{3c}
\end{align*}
$$

where $\phi_{\mathrm{X}}$ and $\omega_{\mathrm{X}}(\mathrm{X}=\mathrm{A}, \mathrm{B}, \mathrm{C})$ are the phase and the intrinsic frequency of oscillator X, respectively; $K$ is the overall

(b)


FIG. 2. Model schematics. (a) Three-oscillator model given in Eq. (3). (b) Three-group network: our three-oscillator model can be regarded as a mean-field approximation of the three-group network. The correspondence between the parameters are given as $K=$ $\frac{n \lambda}{M_{\mathrm{B}}}, a=\frac{m}{n}, r=\frac{M_{\mathrm{A}}}{M_{\mathrm{B}}}$, and $s=\frac{M_{\mathrm{B}}}{M_{\mathrm{C}}}$.
coupling strength; and $a, r$, and $s$ are the parameters. Figure 2(a) depicts the model schematics. This model can reproduce the community switching of oscillator B induced by a variation in parameter values.

This model can be derived as a mean-field approximation of Eq. (1) for a particular type of network, the schematics of which is shown in Fig. 2(b). We assume that the network comprises three groups A, B, and C, and the oscillators are much more strongly connected inside each group than between groups. Therefore the phases of the oscillators in each group are assumed to be nearly the same. Now we consider the following mean-field approximation: the properties of the oscillators inside each group are averaged. Then, the entire dynamics are described by Eq. (3), where $\phi_{\mathrm{X}}$ and $\omega_{\mathrm{X}}$ are the averaged phase and averaged frequency in each group, respectively. The correspondence between the parameters are given as $K=\frac{n \lambda}{M_{\mathrm{B}}}, a=\frac{m}{n}, r=\frac{M_{\mathrm{B}}}{M_{\mathrm{A}}}$, and $s=\frac{M_{\mathrm{B}}}{M_{\mathrm{C}}}$, where $M_{\mathrm{X}}$ ( $\mathrm{X}=\mathrm{A}, \mathrm{B}, \mathrm{C}$ ) is the number of oscillators in each group, $m$ and $n$ are the numbers of edges between groups A and B , and groups B and C, respectively. In particular, a variation in $a$ in the three-oscillator model is associated with a change in the intergroup connectivity in the original network. The application of the three-oscillator model to the example networks presented in Fig. 6 is presented in Sec. V.

Introducing phase differences $x:=\phi_{\mathrm{A}}-\phi_{\mathrm{B}}$ and $y:=\phi_{\mathrm{C}}-$ $\phi_{\mathrm{B}}$, our three-oscillator model is further reduced to

$$
\begin{align*}
\dot{x} & =v_{x}-K[a(1+r) \sin x+\sin y]  \tag{4a}\\
\dot{y} & =v_{y}-K[a \sin x+(1+s) \sin y] \tag{4b}
\end{align*}
$$

where $\nu_{x}=\omega_{\mathrm{A}}-\omega_{\mathrm{B}}$ and $\nu_{y}=\omega_{\mathrm{C}}-\omega_{\mathrm{B}}$. As far as we are concerned, with the community structure it is sufficient to analyze this two-dimensional system. Without loss of generality, we assume $\left|v_{x}\right| \geqslant\left|v_{y}\right|$ and $v_{x}>0$. The former is trivial because one may exchange the name of oscillators A and C when $\left|v_{x}\right|<\left|v_{y}\right|$. The latter comes from the fact that Eq. (4) is invariant under the transformation $\left(x, y, v_{x}, v_{y}\right) \rightarrow$ $\left(-x,-y,-v_{x},-v_{y}\right)$.

## B. Synchronization patterns and transitions

We have at most five synchronization patterns for the three oscillators: $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\},\{\mathrm{AB}, \mathrm{C}\},\{\mathrm{AC}, \mathrm{B}\},\{\mathrm{A}, \mathrm{BC}\}$, and $\{A B C\}$, where each element represents the group of synchronized oscillators. In principle, pattern $\{\mathrm{AC}, \mathrm{B}\}$ may arise even when oscillator A and C are not directly connected but their natural frequencies are sufficiently close, which is referred to as indirect synchronization [16]. Although indirect synchronization may actually occur in our model, as shown in Appendix B, we focus in this article only on the case $\omega_{\mathrm{A}} \geqslant$ $\omega_{\mathrm{B}} \geqslant \omega_{\mathrm{C}}$, where indirect synchronization does not generically arise.

Figure 3 illustrates some typical transition behaviors among the synchronization patterns for a variation in $K$, while the other parameters are fixed. In Fig. 3(b) we observe transitions $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\} \rightarrow\{\mathrm{A}, \mathrm{BC}\} \rightarrow\{\mathrm{A}, \mathrm{B}, \mathrm{C}\} \rightarrow\{\mathrm{AB}, \mathrm{C}\}, \rightarrow$ $\{\mathrm{ABC}\}$ as $K$ increases, containing all synchronization patterns we are focusing on. The transitions are characterized by four critical $K$ values, $K_{1}, K_{2}, K_{3}$, and $K_{4}$, in ascending order. As shown in Figs. 3(a) and 3(c), some transitions disappear for other $a$ values. These transition behaviors are robust against small changes in the parameter values. Qualitatively the same transition behaviors are observed, even when either $v_{x}$ or $v_{y}$ is very small. Figure 3(d) presents an example where we observe the same transition behavior as that in Fig. 3(b). Nongeneric transitions (i.e., the transition between $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$ and $\{\mathrm{ABC}\}$ at a critical $K$ ) may also arise for the special parameter set, $v_{x}=-v_{y}$ and $r=s=1$. Note that in Fig. 3 we tested the two cases of increasing and decreasing $K$ without resetting the $x$ and $y$ values and found no hysteresis. Note also that in Figs. 3(b), 3(c), and 3(d), the effective frequencies nonmonotonically vary as $K$ increases. As detailed in Appendix C, this nonmonotonic behavior stems from $m: n$ synchronization between $x$ and $y$.

Henceforth, we focus only on the generic transitions and analyze them.

## C. Phase plane analysis

Each panel in Fig. 4 displays the vector field, $x$-nullcline, $y$ nullcline, sink, and trajectory out of $(x, y)=(0,0)$ of Eq. (4) for fixed $a=4.0$ and different $K$ values. The figure caption describes the correspondence between the panel and the synchronization pattern.

Transitions (a) $\rightarrow$ (b) and (c) $\rightarrow$ (d) are characterized by the appearance of a stable limit cycle. Similarly, (b) $\rightarrow$ (c) is characterized by the disappearance of the stable limit cycles. These transitions are likely to be characterized by the saddle-node bifurcation of limit cycles. In contrast, transition


FIG. 3. Synchronization patterns and transition behavior observed in the three-oscillator model given by Eq. (3) with fixed $r=s=1$. (a-c) We fix $\omega_{\mathrm{A}}=3.0, \omega_{\mathrm{B}}=1.0$, and $\omega_{\mathrm{C}}=0.5$, whereas $a$ assumes different values: (a) $a=1.5$, (b) $a=1.75$, and (c) $a=2.0$. (d) $\omega_{\mathrm{A}}=3.0$, $\omega_{\mathrm{B}}=1.0, \omega_{\mathrm{C}}=0.95$, and $a=4.0$.
$(\mathrm{d}) \rightarrow(\mathrm{e})$ is characterized by the disappearance of the limit cycle and the appearance of a stable node, suggesting the saddle-node bifurcation on an invariant cycle. These observations will be verified in Sec. IV.

## IV. BIFURCATION ANALYSIS OF THE THREE-OSCILLATOR MODEL

To understand the mechanism of the formation and switching of community, we perform a bifurcation analysis and derive the critical coupling strengths to make the phase diagram shown in Fig. 5.

As shown below, the $K_{4}$ derivation is straightforward because it is associated with the instability of the fixed point. In contrast, the other critical coupling strengths are difficult to obtain because they are associated with the transitions between (quasi)periodic solutions. However, as suggested in Fig. 3(d), the transition behavior qualitatively remains even when $\nu_{y}$ is very small compared to $\nu_{x}$. In such a situation, we observe that $K_{1}$ and $K_{2}$ are sufficiently small. Therefore we employ a perturbative approach to obtain $K_{1}$ and $K_{2}$. Concerning $K_{3}$, we will employ a geometric approach.

## A. Summary of the transition points and the phase diagram

We will show that the critical coupling strengths $K_{1}=$ $v_{x} k_{1}, K_{2}=v_{x} k_{2}, K_{3}$, and $K_{4}$ are given by

$$
\begin{align*}
& k_{1}=\frac{|\varepsilon|}{1+s}+O\left(\varepsilon^{2}\right)  \tag{5a}\\
& k_{2}=\frac{2(1+s)}{a^{2}(1+r)}+\frac{\varepsilon}{1+s}+O\left(\varepsilon^{2}, \varepsilon k_{2}, k_{2}^{3}\right) \tag{5b}
\end{align*}
$$

$$
\begin{align*}
K_{3}^{\text {lower }} & <K_{3}<K_{3}^{\text {upper }}  \tag{5c}\\
K_{4} & =\max \left(K_{4}^{(1)}, K_{4}^{(2)}\right) \tag{5d}
\end{align*}
$$

where

$$
\begin{align*}
K_{3}^{\text {lower }} & =\frac{v_{x}}{(1+r) a+1}  \tag{6a}\\
K_{3}^{\text {upper }} & =\frac{v_{x}}{(1+r) a-1}  \tag{6b}\\
K_{4}^{(1)} & =\frac{(1+s) v_{x}-v_{y}}{a(r+s+r s)}  \tag{6c}\\
K_{4}^{(2)} & =\frac{\left|v_{x}-(1+r) v_{y}\right|}{r+s+r s} \tag{6d}
\end{align*}
$$

Figure 5 displays the phase diagram in the $K-a$ plane. For convenience, we regard $K_{i}$ as a function of $a$ [i.e., $K_{i}(a)$ ] by assuming that $v_{x}, v_{y}, r$, and $s$ are fixed. The phase boundaries are approximated using $K_{i}(a)$, where we use $K_{3}=K_{3}^{\text {upper }}$. In this case, the $K_{i}$ curves are drawn only for a range of $a$ in which $K_{1} \leqslant K_{2} \leqslant K_{3} \leqslant K_{4}$ holds true.

From the phase diagram, we can identify the $a$ values at which the transition behaviors change. Let $\left(K^{\dagger}, a^{\dagger}\right)$ be the point where $K_{3}$ and $K_{4}$ meet and ( $\hat{K}, \hat{a}$ ) be the point where $K_{1}$ and $K_{2}$ meet. To approximately find $a^{\dagger}$, we solve $K_{3}^{\text {upper }}=K^{4}$ in terms of $a$ to obtain

$$
\begin{equation*}
a^{\dagger} \approx \frac{(1+s) v_{x}-v_{y}}{\left|v_{x}-(1+r) v_{y}\right|} \tag{7}
\end{equation*}
$$

As detailed in Sec. IV B, we also obtain

$$
\begin{equation*}
\hat{a} \approx \frac{1+s}{\sqrt{-2(1+r) \varepsilon}} \tag{8}
\end{equation*}
$$



FIG. 4. Typical trajectories in the phase plane in Eq. (4) for different $K$ and fixed $a=2.0, v_{x}=2$, and $v_{y}=-0.5$. Each panel also includes the vector field, $x$-nullcline, $y$-nullcline, and sink. (a) $K=0.15$. (b) $K=0.5$. (c) $K=0.7$. (d) $K=0.9$. (e) $K=1.1$. In (a) and (c), we observe $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$, in which the trajectories correspond to quasiperiodic solutions homeomorphic to $\mathbb{T}^{2}$. In (b) and (d), we observe $\{\mathrm{A}, \mathrm{BC}\}$ and $\{A B, C\}$, respectively, in which the trajectories approach to stable limit cycles homeomorphic to $\mathbb{S}^{1}$. In (e), we observe $\{A B C\}$, in which the trajectory approaches to a stable equilibrium point, or a sink.

Therefore the transition behaviors shown in Figs. 3(a)3(c) are observed approximately for $a<\hat{a}, \hat{a}<a<a^{\dagger}$, and $a>a^{\dagger}$, respectively.

We expect that $K_{2}$ also meets $K_{4}$ at point $\left(K^{\dagger}, a^{\dagger}\right)$ because the transition between patterns $\{\mathrm{A}, \mathrm{BC}\}$ and $\{\mathrm{AB}, \mathrm{C}\}$ is possible only via pattern $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$, as geometrically argued in Sec. IV D. We also observe that for $v_{x} \geqslant(1+r) v_{y}, K_{3}^{\text {upper }}$ meets $K_{4}$ at the point where $K_{4}^{(1)}$ and $K_{4}^{(2)}$ meet. We conjecture that $\left(K^{\dagger}, a^{\dagger}\right)$ is actually given by the point where $K_{4}^{(1)}$ and $K_{4}^{(2)}$ meet. The simulation result shown in Fig. 5 supports this conjecture.

In addition, we provide qualitative implications of these theoretical results. The following descriptions are based on the expressions for the critical coupling strengths given in Eq. (5) and the correspondence between our three-oscillator model and the oscillator networks illustrated in Fig. 2. With a sufficiently weak coupling, as described in $k_{1}$, group B is
either independent or synchronized to group C , which is the group with a close natural frequency. For a stronger coupling, as described in $k_{2}$ and $K_{3}$, group B may be desynchronized with group C and instead synchronized to group A , which is the group with a distant natural frequency. This is more likely to occur when $a$ and/or $r$ is larger, that is, the connection between groups A and B is strong, and/or group A is small.

These implications may be further reworded in the following manner: With a sufficiently weak coupling, the intrinsic dynamical property (i.e., the configuration of the natural frequencies in our models) has a strong effect on the community formation. In contrast, for a strong coupling, the static property of the network becomes dominant. Therefore, in the presence of a discrepancy between the dynamical and static properties, community switching generally occurs when the overall coupling strength is varied.


FIG. 5. Phase diagram of the synchronization patterns in the $K-a$ plane for $v_{x}=-2, v_{y}=0.05, r=1, s=1$, which is the same value used in Fig. 3(d). Each grid point shows one of the following four patterns: $\{\mathrm{ABC}\},\{\mathrm{AB}, \mathrm{C}\},\{\mathrm{A}, \mathrm{BC}\}$, and $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$. The dashed curves denote the approximate critical coupling strengths. Whereas $K_{3}^{\text {upper }}$ and $K_{4}$ are those given in Eqs. (5), $K_{1}=v_{x} k_{1}$ and $K_{2}=v_{x} k_{2}$ are higher-order approximations than Eqs. (5), as detailed in Sec. IV B.

## B. Perturbative approach for obtaining $K_{1}$ and $K_{2}$

We analyze transitions $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\} \rightarrow\{\mathrm{A}, \mathrm{BC}\} \rightarrow\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$ arising at $K=K_{1}$ and $K_{2}$. As illustrated in Fig. 3(d), these transitions occur for small $K$ when $v_{y}$ is small. Thus we take a perturbative approach by assuming that

$$
\begin{align*}
& \varepsilon=\frac{v_{y}}{v_{x}} \ll 1,  \tag{9a}\\
& k=\frac{K}{v_{x}} \ll 1 . \tag{9b}
\end{align*}
$$

In this case there is a time-scale separation in Eq. (4). In other words, $\hat{x}=x-v_{x} t$ and $y$ are slow variables, and $\sin x=$ $\sin \left(\hat{x}+v_{x} t\right)$ describes fast oscillations. Thus one can expect that the $\sin x$ terms in Eq. (4) are effectively averaged out, and both $\dot{\hat{x}}$ and $\dot{y}$ are approximately described as follows:

$$
\begin{align*}
\dot{\hat{x}} & =-K\left[(1+r) a \sin \left(\hat{x}+v_{x} t\right)+\sin y\right] \approx-K \sin y  \tag{10a}\\
\dot{y} & =v_{y}-K\left[\sin \left(\hat{x}+v_{x} t\right)+(1+s) a \sin y\right] \\
& \approx v_{y}-(1+s) a K \sin y \tag{10b}
\end{align*}
$$

In this approximated system, the synchronization of oscillators B and C occurs if Eq. (10b) has a fixed point; i.e., the solution to $\dot{y}=0$ exists. This is the case when $K \leqslant \frac{\left|\nu_{y}\right|}{(1+r) a}$ and thus we may expect $K_{1} \approx \frac{\left|\nu_{y}\right|}{(1+r) a}$; however, this approximation does not reproduce the second transition. Therefore we need to consider a higher-order approximation. By applying a nearidentity transformation to Eq. (4) [23], it will turn out that the above treatment actually corresponds to the lowest-order approximation, and higher-order correction terms reproduce the second transition, that is, $K_{2}$ will be found.

First, introducing nondimensional time $\tau:=\left|\nu_{x}\right| t$ and functions

$$
\begin{align*}
Q(x, y) & :=-(1+r) a \sin x-\sin y  \tag{11a}\\
S(x, y) & :=-a \sin x-(1+s) \sin y \tag{11b}
\end{align*}
$$

we rewrite Eq. (4) as

$$
\begin{align*}
x^{\prime} & =1+k Q(x, y),  \tag{12a}\\
y^{\prime} & =\varepsilon+k S(x, y), \tag{12b}
\end{align*}
$$

where $x^{\prime}=\frac{d}{d \tau} x(\tau)$ and $y^{\prime}=\frac{d}{d \tau} y(\tau)$. Here, we employ the following near-identity transformation $(x, y) \rightarrow(p, q)$ :

$$
\begin{align*}
& x=p+\sum_{i=1}^{\infty} k^{i} g_{i}(p, q)  \tag{13a}\\
& y=q+\sum_{i=1}^{\infty} k^{i} h_{i}(p, q) \tag{13b}
\end{align*}
$$

where $g_{i}$ and $h_{i}$ are periodic functions in $p$ and $q$, i.e., $g_{i}(p+2 m \pi, q+2 n \pi)=g_{i}(p, q)$ and $h_{i}(p+2 m \pi, q+$ $2 n \pi)=h_{i}(p, q)$ for $n, m \in \mathbb{Z}$. Without loss of generality, we assume

$$
\begin{align*}
& g_{i}(0, \cdot)=0  \tag{14a}\\
& h_{i}(0, \cdot)=0 \tag{14b}
\end{align*}
$$

The new variables $(p, q)$ well approximate $(x, y)$ for small $k$.

We aim to seek the functions $g_{i}$ and $h_{i}$ that transform Eq. (12) into

$$
\begin{align*}
& p^{\prime}=1+\sum_{i=1}^{\infty} k^{i} G_{i}(q)  \tag{15a}\\
& q^{\prime}=\varepsilon+\sum_{i=1}^{\infty} k^{i} H_{i}(q) \tag{15b}
\end{align*}
$$

where we assume that the right-hand equations are free from $p$, as was the case in Eq. (10). As detailed in Appendix D, we obtain

$$
\begin{equation*}
p^{\prime}=1-k \sin q+k^{2}\left[a \cos q-\frac{(1+r)^{2} a^{2}}{2}\right]+O\left(\varepsilon k, k^{3}\right), \tag{16a}
\end{equation*}
$$

$$
\begin{align*}
q^{\prime}= & \varepsilon-k(1+s) \sin q-k^{2}\left[\frac{1+r}{2} a^{2}-(1+s) a \cos q\right] \\
& +k^{3}\left[\frac{(1+r)^{2}}{4} a^{3}-\frac{a^{2}}{4} \cos q-\frac{1+s}{2} a \sin ^{2} q\right. \\
& -(1+s) a \sin q \cos q]+O\left(\varepsilon k, k^{4}\right) \tag{16b}
\end{align*}
$$

The synchronization pattern $\{\mathrm{A}, \mathrm{BC}\}$ is realized when there is a solution to $q^{\prime}=0$. In Fig. 5, we draw the $K_{1}$ and $K_{2}$ curves by numerically identifying the range of $k$ such that a solution to $q^{\prime}=0$ exists. Although we have derived the flow of $q^{\prime}$ up to $O\left(k^{3}\right)$ to precisely calculate the critical coupling strengths, we have the drawback of possibly failing to obtain the explicit expression for the critical coupling strengths. Therefore, for simplicity, we use Eq. (16b) up to $O\left(k^{2}\right)$ and rewrite

$$
\begin{equation*}
q^{\prime}=\varepsilon+(1+s) \cos (q+C) k-\frac{(1+r) a^{2}}{2} k^{2}+O\left(\varepsilon k, k^{3}\right) \tag{17}
\end{equation*}
$$

where $C$ is a constant. Note that we use $\sqrt{1+(a k)^{2}}=1+$ $O\left(k^{2}\right)$. Now, solving $q^{\prime}=0$ and using $|\cos (q+C)| \leqslant 1$, we obtain the condition for the existence of $\{\mathrm{A}, \mathrm{BC}\}$ as follows:

$$
\begin{equation*}
k_{1} \leqslant k \leqslant k_{2} \tag{18}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are given in Eq. (5).
Both transitions occurring at $K_{1}$ and $K_{2}$ correspond to the saddle-node bifurcation of fixed points. In the system described by $(x, y)$, this bifurcation corresponds to the saddlenode bifurcation of limit cycles.

## C. Existence and stability analysis of full synchrony for obtaining $\boldsymbol{K}_{\mathbf{4}}$

Full synchrony $\{A B C\}$ is realized when there is a stable fixed point in Eq. (4). The fixed points

$$
(x, y)=\left(x_{1}, y_{1}\right),\left(x_{1}, y_{2}\right),\left(x_{2}, y_{1}\right),\left(x_{2}, y_{2}\right)
$$

exist if and only if

$$
\begin{equation*}
K \geqslant K_{4} \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
-\frac{\pi}{2} \leqslant x_{1} & =\arcsin \frac{(1+s) v_{x}-v_{y}}{(r+s+r s) a K} \leqslant \frac{\pi}{2}  \tag{20a}\\
-\frac{\pi}{2} \leqslant y_{1} & =\arcsin \frac{(1+r) v_{y}-v_{x}}{(r+s+r s) K} \leqslant \frac{\pi}{2}  \tag{20b}\\
x_{2} & =\pi-x_{1}  \tag{20c}\\
y_{2} & =\pi-y_{2} \tag{20d}
\end{align*}
$$

These points correspond to two and four different fixed points for $K=K_{4}$ and $K>K_{4}$, respectively. For $K>K_{4}$, the four fixed points correspond to a sink, a source, and two saddles, as shown in Appendix F. A full synchrony arises for $K>K_{4}$ because a sink exists.

## D. Geometric approach for obtaining the upper and lower bounds of $\boldsymbol{K}_{3}$

A synchronization of oscillators A and B occurs when $x$ is bounded. The sufficient condition for $x$ to be bounded is
that there exist such constants $x_{1}$ and $x_{2}$ that $\left.\dot{x}\right|_{x=x_{1}} \geqslant 0$ and $\left.\dot{x}\right|_{x=x_{2}} \leqslant 0$ holds true for all $y$ in Eq. (4a), because then any trajectory may not cross sections $x=x_{1}$ and $x=x_{2}$. Using the facts that $v_{x}>0, \sin x_{1}$ takes the minimum at $x_{1}=-\frac{\pi}{2}$, and $\max _{y} \sin y=1$, we find that $\left.\dot{x}\right|_{x=-\frac{\pi}{2}} \geqslant 0$ for all $y$ when $K \geqslant K_{3}^{\text {upper }}=\frac{v_{x}}{(1+r) a-1}$. Additionally, $\left.\dot{x}\right|_{x=\frac{\pi}{2}} \leqslant 0$ also holds true when $K \geqslant K_{3}^{\text {upper }}$. Therefore the synchronization of oscillators A and B is guaranteed for $K \geqslant K_{3}^{\text {upper }}$. Moreover, as proven in Appendix E, the following proposition holds true:

Proposition 1. The system given by Eq. (4) with $K_{3}^{\text {upper }} \leqslant$ $K<K_{4}$ has stable and unstable periodic orbits in regions $D=\left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \times(-\pi, \pi] \subset \mathbb{T}^{2}$ and $D^{\mathrm{C}}$, respectively. These periodic orbits have 0 and 1 winding numbers with respect to the $x$ and $y$ directions, respectively. Any other type of periodic orbit does not exist in the entire phase space $\mathbb{T}^{2}$.

Note that along the periodic orbits, $x$ and $y$ are bounded and unbounded, respectively; thus these periodic orbits correspond to pattern $\{\mathrm{AB}, \mathrm{C}\}$ instead of $\{\mathrm{ABC}\}$. No fixed point exists for $K<K_{4}$, and no other types of periodic orbits can be found; hence, the proposition ensures that for $K_{3}^{\text {upper }} \leqslant$ $K<K_{4}$, pattern $\{\mathrm{AB}, \mathrm{C}\}$ is realized as $t \rightarrow \infty$ for any initial conditions.

Note also that for the existence of a stable periodic orbit, instead of $D$, we can choose a narrower region $\mathcal{D}$. Let $x_{\text {null }}(y)$ be a $x$-nullcline given by

$$
\begin{equation*}
x_{\mathrm{null}}(y)=\arcsin \left[\frac{1}{(1+r) a}\left(\frac{v_{x}}{K}-\sin y\right)\right] \tag{21}
\end{equation*}
$$

We can then take $x_{1}$ and $x_{2}$ to the minimum and maximum of the $x$-nullcline $x_{\text {null }}(y)$, respectively, i.e., $\mathcal{D}=\left[x_{1}, x_{2}\right] \times$ $(-\pi, \pi]$, where $x_{1}=x_{\text {null }}\left(-\frac{\pi}{2}\right), x_{2}=x_{\text {null }}\left(\frac{\pi}{2}\right)$.

Next, we consider the condition for $x$ to be unbounded. Its sufficient condition is $\dot{x}>0$ for all $x$ and $y$ in Eq. (4b). This condition is satisfied for $K<K_{3}^{\text {lower }}=\frac{\nu_{x}}{(1+r) a+1}$. Therefore, the critical coupling strength $K_{3}$, at which oscillators A and B begin to synchronize, is given in the range $K_{3}^{\text {lower }} \leqslant K_{3}<$ $K_{3}^{\text {upper }}$.

The numerical simulation in Fig. 4(d) indicates that the system approaches an isolated stable periodic orbit (i.e., a stable limit cycle). Under the assumption that periodic orbits existent for $K_{3}<K<K_{3}^{\text {upper }}$ are limit cycles, the bifurcation type at $K=K_{3}$ is determined as follows: First, the limit cycles have zero winding number along the $x$ direction. As far as those limit cycles exist, $x$ is bounded because any trajectory may not cross the periodic orbits. On the other hand, for $K<$ $K_{3}, x$ is unbounded. This implies that the limit cycles disappear at $K=K_{3}$. Because no fixed point exists for $K<K_{4}$, the limit cycles may disappear only via pair annihilation; i.e., the saddle-node bifurcation of limit cycles occurs at $K=K_{3}$. This also implies that as $K$ decreases, pattern \{A, B, C\} must arise just below $K=K_{3}$ until $K=K_{2}$, at which pattern $\{\mathrm{A}, \mathrm{BC}\}$ arises.

Yet, whether or not these limit cycles exist for $K>K_{4}$ remains unclear. If the emergence of the fixed points occurs on the limit cycles at $K=K_{4}$ [i.e., a saddle node on invariant cycle (SNIC) bifurcation occurs], only pattern $\{\mathrm{ABC}\}$ arises for $K>K_{4}$; otherwise, there is a region of bistability for $K>K_{4}$ in which both patterns $\{\mathrm{ABC}\}$ and $\{\mathrm{AB}, \mathrm{C}\}$ are stable. In our numerical simulations, the bistability was not observed


FIG. 6. Network composed of six oscillators with seven bidirectional edges. There are three groups $\mathrm{A}, \mathrm{B}$, and C , and their constituent oscillators have the natural frequencies $\omega_{\mathrm{A}}=3$ in group A and $\omega_{\mathrm{B}}=\omega_{\mathrm{C}}=1$ in groups B and C .
for $K>K_{4}$, suggesting that SNIC bifurcation actually occurs at $K=K_{4}$.

## V. APPLICATION OF THE THREE-OSCILLATOR MODEL TO OSCILLATOR NETWORKS

We herein apply our theoretical results to an example network and demonstrate the unity of our theory. We consider the network presented in Fig. 6. This network is the same network as that used in Fig. 1(a) for $l=7$ and Fig. 1(b).

In this network we have $\omega_{\mathrm{A}}=3, \omega_{\mathrm{B}}=\omega_{\mathrm{C}}=$ $1, M_{\mathrm{A}}=4, M_{\mathrm{B}}=M_{\mathrm{C}}=1, m=3$, and $n=1$; thus the parameters in Eq. (4) are determined as $v_{x}=2, v_{y}=0, a=$ $3, r=\frac{1}{4}$, and $s=1$. Note that $\lambda=\frac{M_{\mathrm{B}}}{n} K=1$ in this case.

Substituting these parameter values into Eq. (5), we obtain the critical coupling strengths as $K_{1}=0, K_{2} \approx 0.5, K_{3}^{\text {upper }} \approx$ 0.7 , and $K_{4}=\frac{4}{3}$. Consequently, noting the scaling of the coupling strength in Eq. (4), the network shows four synchronization patterns: (i) $\{\mathrm{A}, \mathrm{BC}\}$ for $0 \leqslant K \lesssim 0.5$, (ii) $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$ for $0.5 \lesssim K \lesssim 0.7$, (iii) $\{\mathrm{AB}, \mathrm{C}\}$ for $0.7 \lesssim K \lesssim \frac{4}{3}$, and (iv) $\{\mathrm{ABC}\}$ for $K \geqslant \frac{4}{3}$. Thus, our theoretical prediction is in a
reasonable agreement with the numerical result presented in Fig. 1(b).

Subsequently, to access the effect of network connectivity, we consider the different numbers $m$ of edges between groups A and B. We have $m=4$ when all edges between A and B exist, corresponding to $a=4$. By pruning the edges from the top, we obtain $m=a=3,2,1,0$. For example, the network shown in Fig. 6 in the absence of the red edge corresponds to $m=a=2$. In Fig. 7 we draw the critical coupling strengths predicted from the three-oscillator model as functions of $a$ by dashed lines. Moreover, we plot by solid lines the synchronization patterns obtained from the numerical simulations of the oscillator network. The $K_{4}$ curve well approximates the phase boundary, and the $K_{3}^{\text {upper }}$ curve also works as an upper boundary for pattern $\{A, B, C\}$. It should be noted that $K_{3}^{\text {upper }}$ and $K_{4}$ meet at $a=2$, predicting that patterns $\{\mathrm{AB}, \mathrm{C}\}$ and $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$ vanish around $a=2$. Actually, these patterns, which are present for $a=4$ and 3 , are absent for $a \leqslant 2$; hence, community switching does not occur $a \leqslant 2$. We also observe that the $K_{2}$ curve roughly approximates the boundary between patterns $\{\mathrm{A}, \mathrm{BC}\}$ and $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$ for $a=3$ and 4. However, for $a \leqslant 2$ the $K_{2}$ curve is inaccurate, as naturally expected from the fact that $K_{2}$ is valid only when it is sufficiently small. This theoretical prediction is also in a reasonable agreement with the numerical result presented in Fig. 1(a).

## VI. CONCLUSION AND DISCUSSION

We analytically and numerically investigated the development of dynamical community structure where the community is referred to as a group of oscillators synchronized in frequency, in networks of phase oscillators. We first numerically showed that in the example networks, the transitions between different synchronization patterns occur when the overall coupling strength or the network connectivity is varied. In particular, we found that community switching (i.e., a portion of oscillators change the group to which they


FIG. 7. Synchronization patterns in the $K-a$ plane for fixed $v_{x}=2, v_{y}=0, r=\frac{1}{4}$, and $s=1$. Each grid point shows one of the following four patterns: $\{\mathrm{ABC}\},\{\mathrm{AB}, \mathrm{C}\},\{\mathrm{A}, \mathrm{BC}\}$, and $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$. As well as Fig. 5, the approximate critical coupling strengths are also drawn by dashed lines.
synchronize) occurs for a range of parameters. We then proposed a three-oscillator model as a mean-field approximation of a class of oscillator networks, where the connection weights of the three-oscillator models are determined by the original network connectivity. Using this three-oscillator model, we analyzed the transitions between different synchronization patterns and obtained approximate expressions for the critical coupling strengths in terms of natural frequencies and connection weights. In particular, we elucidated that while oscillators with similar natural frequencies tend to synchronize for weak coupling, tightly connected oscillators tend to synchronize for strong coupling. Therefore if a discrepancy exists between the dynamical and static properties in oscillator networks, community switching generally occurs when the overall coupling strength is varied. Using an example network, we finally confirmed that the critical coupling strengths theoretically obtained from the three-oscillator model and numerically acquired from the example network are in a rough agreement, demonstrating the utility of our three-oscillator model for predicting the development of communities in a class of complex networks.

We will now comment on the technical contribution of this study. Partially synchronized patterns correspond to the periodic solutions of the system, the explicit expressions for which are generally difficult to obtain. This hinders the theoretical treatment of periodic solutions, including the existence and stability analysis. However, our systematic perturbative approach based on an assumption on the frequencies allows us to derive a reduced model in which the partially synchronized state appearing for a weak coupling is described as a fixed point. This renders its existence and stability analysis possible. Note that the first-order approximation, which can be done even without an elaborate formation, can only explain the first transition where the partially synchronized state emerges. To clarify the second transition, where the partially synchronized state disappears again, we must go beyond the first-order approximation, which requires formulation using the near-identity transformation. As clearly seen in Eq. (17), the second-order term effectively shifts the frequency; thus the frequency synchronization is violated via a saddle-node bifurcation for a larger coupling $k$.

Our three-oscillator model is rather general in a sense that it describes bidirectional interactions with arbitrary weights between neighboring oscillators, which may have different natural frequencies. As argued in the present paper, our three-oscillator model also approximately describes a class of complex networks. We thus expect its broad applicability, including module networks [24] and three-layered oscillatory systems, such as the system of solar-cycle oscillation [25].

Finally, we remark on open problems. Our numerical result shows higher-order entrainment ( $m-n$ synchronization), as shown in Appendix C. It is curious that such complex dynamics emerge in our simple model, namely, a chain of three oscillators having only sinusoidal coupling. Moreover, our analysis focused mainly on the case where the natural frequencies of three oscillators are in order along the chain, i.e., $\omega_{\mathrm{A}}>\omega_{\mathrm{B}}>\omega_{\mathrm{C}}$. For $\omega_{\mathrm{A}}>\omega_{\mathrm{C}}>\omega_{\mathrm{B}}$, we numerically find a qualitatively different transition behavior, as shown in Appendix B. These phenomena deserve further investigation.
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## APPENDIX A: NETWORKS USED IN SEC. II

In Fig. 1(a), the network evolved in the following manner. We started from the complete network where the number $l$ of edges was $l=15$. We then removed the bidirectional edges one by one in the following order: $(3,5),(0,2),(0,5),(0,4)$, $(2,5),(2,4),(0,3),(1,2),(1,3),(1,4),(1,5),(0,1),(2,3)$, $(3,4)$, and $(4,5)$, where $(i, j)$ denotes the bidirectional edge between oscillators $i$ and $j(0 \leqslant i, j \leqslant 5)$. The final network is the empty network $l=0$.

The adjacency matrix used in Fig. 1(b) is

$$
A=\left(\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0  \tag{A1}\\
1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0
\end{array}\right)
$$

which represents the same network considered in Fig. 1(a) with $l=7$ and the same one in Fig. 6 in the presence of the edge colored in red.

## APPENDIX B: THE OTHER ORDER OF FREQUENCIES

Although we exclude the case $\omega_{\mathrm{A}} \geqslant \omega_{\mathrm{C}} \geqslant \omega_{\mathrm{B}}$ in Sec. III B, the application range would be widened by considering such a case as well. Figure 8 illustrates some typical transition behaviors among the synchronization patterns for such a case. The transitions shown in Figs. 8(a), 8(c), and 8(d) are the same ones observed in Sec. III B. Therefore we can calculate the critical $K$ values in the same way as Sec. III. However, Fig. 8(b) exhibits a new transition $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\} \rightarrow$ $\{\mathrm{AC}, \mathrm{B}\} \rightarrow\{\mathrm{A}, \mathrm{B}, \mathrm{C}\} \rightarrow\{\mathrm{AB}, \mathrm{C}\} \rightarrow\{\mathrm{ABC}\}$, where pattern $\{A C, B\}$ newly arises. The transition between patterns $\{A, B, C\}$ and $\{A C, B\}$ is not analyzed in the present study and is left as an open problem.

## APPENDIX C: $m-n$ SYNCHRONIZATION IN THREE-OSCILLATOR MODEL

We observed the nonmonotonic dependence of the effective frequencies on the coupling strength in Sec. III B. We hypothesized that this was caused by $m-n$ synchronization between $x$ and $y$, i.e., $x$ increases by $2 m \pi$ while $y$ increases by $2 n \pi$ ( $m, n \in \mathbb{Z}$ ). To confirm this, as shown in Fig. 9, we plot the ratio $\zeta(K)$ between the effective frequencies of $x$ and $y$ as

$$
\begin{equation*}
\zeta=\frac{\Omega_{1}^{\mathrm{eff}}-\Omega_{2}^{\mathrm{eff}}}{\Omega_{3}^{\mathrm{eff}}-\Omega_{2}^{\mathrm{eff}}} \tag{C1}
\end{equation*}
$$

Here we can easily find plateaus in $\zeta(K)=m$, where $m=$ $0,1, \ldots, 6$, indicating that the oscillation in $x$ and $y$ causes $m-1$ synchronization. Moreover, we can also observe other plateaus, where $\zeta(K)=\frac{m}{n}$ ( $m, n \in \mathbb{Z}$ ). Hence, the curve might be considered as the devil's stair case, which is observed when $m-n$ synchronization occurs [26].


FIG. 8. Synchronization patterns and transition behavior observed in the three-oscillator model given by Eq. (3) with fixed $r=s=1$. (a, b) We fix $\omega_{\mathrm{A}}=3.0, \omega_{\mathrm{B}}=1.0$, and $\omega_{\mathrm{C}}=2.5$, whereas (a) $a=1.2$ and (b) $a=4$. (c), (d) $\omega_{\mathrm{A}}=3.0, \omega_{\mathrm{B}}=1.0$, $\omega_{\mathrm{C}}=1.5$, whereas (c) $a=3$ and (d) $a=4$.

This behavior is also observed in a similar oscillator network [27].

## APPENDIX D: DERIVATION OF $K_{1}$ AND $K_{2}$

In this section we derive the functions $H_{i}(q), G_{j}(q)(i=$ $1,2, j=1,2,3$ ) in Eqs. (15a) and (15b).

Substituting Eq. (13) into Eq. (11), we expand $Q(x, y), S(x, y)$ as follows with respect to $p$ and $q$ :

$$
\begin{equation*}
Q(x, y)=Q_{1}(p, q)+k Q_{2}(p, q)+O\left(k^{2}\right) \tag{D1a}
\end{equation*}
$$



FIG. 9. Ratio $\zeta$ of the effective frequencies of $x$ and $y$ numerically observed as a function of $K$ for $a=2, v_{x}=2, v_{y}=-0.5$, and $r=s=1$, which is the same parameter values as in Fig. 3(c). The curve monotonically decreases and has some plateaus, where the ratio is rational.

$$
S(x, y)=S_{1}(p, q)+k S_{2}(p, q)+k^{2} S_{3}(p, q)+O\left(k^{3}\right)
$$

(D1b)
where

$$
\begin{gather*}
Q_{1}=-(1+r) a \sin p-\sin q,  \tag{D2}\\
Q_{2}=-(1+r) a \cos p g_{1}-\cos q h_{1}  \tag{D3}\\
S_{1}=-a \sin p-(1+s) \sin q,  \tag{D4}\\
S_{2}=-a \cos p g_{1}-(1+s) \cos q h_{1},  \tag{D5}\\
S_{3}=\frac{a}{2} \sin p g_{2}+\frac{1+s}{2} \sin q h_{2} . \tag{D6}
\end{gather*}
$$

Differentiating Eq. (13) with respect to $\tau$, we obtain

$$
\begin{align*}
x^{\prime} & =p^{\prime}+k\left(p^{\prime} \partial_{p} g_{1}+q^{\prime} \partial_{q} g_{1}\right)+k^{2}\left(p^{\prime} \partial_{p} g_{2}+q^{\prime} \partial_{q} g_{2}\right)+O\left(k^{3}\right) \\
& =\left(1+k \partial_{p} g_{1}+k^{2} \partial_{p} g_{2}\right) p^{\prime}+\left(k \partial_{q} g_{1}+k^{2} \partial_{q} g_{2}\right) q^{\prime}+O\left(k^{3}\right), \tag{D7}
\end{align*}
$$

$$
\begin{align*}
y^{\prime}= & \left(1+k \partial_{q} h_{1}+k^{2} \partial_{q} h_{2}+k^{3} \partial_{q} h_{3}\right) q^{\prime} \\
& +\left(k \partial_{p} h_{1}+k^{2} \partial_{p} h_{2}+k^{3} \partial_{p} h_{3}\right) p^{\prime}+O\left(k^{4}\right) \tag{D8}
\end{align*}
$$

where $*^{\prime}:=d * / d \tau, \partial_{p} *:=\partial * / \partial p$, and $\partial_{q} *:=\partial * / \partial q$. Rearranging Eq. (D7), we obtain

$$
\begin{align*}
p^{\prime}= & \left(1+k \partial_{p} g_{1}+k^{2} \partial_{p} g_{2}\right)^{-1} \\
& \times\left[x^{\prime}-\left(k \partial_{q} g_{1}+k^{2} \partial_{q} g_{2}\right) q^{\prime}\right]+O\left(k^{3}\right) \\
= & {\left[1-k \partial_{p} g_{1}-k^{2} \partial_{p} g_{2}+k^{2}\left(\partial_{p} g_{1}\right)^{2}\right] } \\
& \times\left[1+k Q_{1}+k^{2} Q_{2}-\left(k \partial_{q} g_{1}+k^{2} \partial_{q} g_{2}\right) q^{\prime}\right]+O\left(k^{3}\right) \tag{D9}
\end{align*}
$$

Substituting Eq. (D9) into Eq. (D8), we obtain.

$$
\begin{align*}
y^{\prime}= & \left(1+k \partial_{q} h_{1}+k^{2} \partial_{q} h_{2}+k^{3} \partial_{q} h_{3}\right) q^{\prime}+\left(k \partial_{p} h_{1}+k^{2} \partial_{p} h_{2}+k^{3} \partial_{p} h_{3}\right)\left[1-k \partial_{p} g_{1}-k^{2} \partial_{p} g_{2}+k^{2}\left(\partial_{p} g_{1}\right)^{2}\right] \\
& \times\left[1+k Q_{1}+k^{2} Q_{2}-\left(k \partial_{q} g_{1}+k^{2} \partial_{q} g_{2}\right) q^{\prime}\right]+O\left(k^{4}\right)  \tag{D10}\\
= & \left(1+k \partial_{q} h_{1}+k^{2} \partial_{q} h_{2}+k^{3} \partial_{q} h_{3}\right) q^{\prime} \\
& +\left[k \partial_{p} h_{1}+k^{2}\left(-\partial_{p} h_{1} \partial_{p} g_{1}+\partial_{p} h_{2}\right)+k^{3}\left[\partial_{p} h_{3}-\partial_{p} h_{1} \partial_{p} g_{2}+\partial_{p} h_{1}\left(\partial_{p} g_{1}\right)^{2}-\partial_{p} h_{2} \partial_{p} g_{1}\right]\right] \\
& \times\left(1+k Q_{1}-k \partial_{q} g_{1} q^{\prime}+k^{2} Q_{2}-k^{2} \partial_{q} g_{2} q^{\prime}\right)+O\left(k^{4}\right)  \tag{D11}\\
= & {\left[1+k \partial_{q} h_{1}+k^{2}\left(\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}\right)+k^{3}\left[\partial_{q} h_{3}+\partial_{q} g_{1}\left(-\partial_{p} h_{2}+\partial_{p} h_{1} \partial_{p} g_{1}\right)-\partial_{q} g_{2} \partial_{p} h_{1}\right]\right] q^{\prime} } \\
& +\left[k \partial_{p} h_{1}+k^{2}\left(-\partial_{p} h_{1} \partial_{p} g_{1}+\partial_{p} h_{2}\right)+k^{3}\left(\partial_{q} h_{3}-\partial_{p} h_{1}\right) \partial_{p} g_{2}-\partial_{p} h_{2} \partial_{p} g_{1}+\partial_{p} h_{1}\left(\partial_{p} g_{1}\right)^{2}\right] \\
& \times\left(1+k Q_{1}+k^{2} Q_{2}\right)+O\left(k^{4}\right) . \tag{D12}
\end{align*}
$$

Thus, we obtain

$$
\begin{align*}
& q^{\prime}=\left[1+k \partial_{q} h_{1}+k^{2}\left(\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}\right)+k^{3}\left[\partial_{q} h_{3}+\partial_{q} g_{1}\left(-\partial_{p} h_{2}+\partial_{p} h_{1} \partial_{p} g_{1}\right)-\partial_{q} g_{2} \partial_{p} h_{1}\right]\right]^{-1} \\
& \times\left[y^{\prime}-\left(k \partial_{p} h_{1}+k^{2}\left(-\partial_{p} h_{1} \partial_{p} g_{1}+\partial_{p} h_{2}\right)+k^{3}\left[\partial_{p} h_{3}-\partial_{p} h_{1} \partial_{p} g_{2}-\partial_{p} h_{2} \partial_{p} g_{1}+\partial_{p} h_{1}\left(\partial_{p} g_{1}\right)^{2}\right)\right]\right. \\
& \left.\times\left(1+k Q_{1}+k^{2} Q_{2}\right)\right]+O\left(k^{4}\right)  \tag{D13}\\
& =\left(1-k \partial_{q} h_{1}-k^{2}\left[\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}-\left(\partial_{q} h_{1}\right)^{2}\right]\right. \\
& \times\left(-k^{3}\left[\partial_{q} h_{3}+\partial_{q} g_{1}\left(-\partial_{p} h_{2}+\partial_{p} h_{1} \partial_{p} g_{1}\right)-\partial_{q} g_{2} \partial_{p} h_{1}-\left(\partial_{q} h_{1}\right)^{3}+2 \partial_{q} h_{1}\left(\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}\right)\right]\right) \\
& \times\left(\varepsilon+k S_{1}+k^{2} S_{2}+k^{3} S_{3}-\left(1+k Q_{1}+k^{2} Q_{2}\right)\right. \\
& \left.\times\left[k \partial_{p} h_{1}+k^{2}\left(-\partial_{p} h_{1} \partial_{p} g_{1}+\partial_{p} h_{2}\right)+k^{3}\left(\partial_{p} h_{3}-\partial_{p} h_{1} \partial_{p} g_{2}-\partial_{p} h_{2} \partial_{p} g_{1}+\partial_{p} h_{1}\left(\partial_{p} g_{1}\right)^{2}\right)\right]\right)+O\left(k^{4}\right)  \tag{D14}\\
& =\left(1-k \partial_{q} h_{1}-k^{2}\left[\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}-\left(\partial_{q} h_{1}\right)^{2}\right]\right. \\
& \times\left(-k^{3}\left[\partial_{q} h_{3}+\partial_{q} g_{1}\left(-\partial_{p} h_{2}+\partial_{p} h_{1} \partial_{p} g_{1}\right)-\partial_{q} g_{2} \partial_{p} h_{1}-\left(\partial_{q} h_{1}\right)^{3}+2 \partial_{q} h_{1}\left(\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}\right)\right]\right) \\
& \times\left(\varepsilon+k\left(S_{1}-\partial_{p} h_{1}\right)+k^{2}\left\{S_{2}-Q_{1} \partial_{p} h_{1}+\partial_{p} h_{1} \partial_{p} g_{1}-\partial_{p} h_{2}\right\}\right. \\
& \left.+k^{3}\left\{S_{3}-Q_{2} \partial_{p} h_{1}-Q_{1}\left(-\partial_{p} h_{1} \partial_{p} g_{1}+\partial_{p} h_{2}\right)-\left[-\partial_{p} h_{1} \partial_{p} g_{2}-\partial_{p} h_{2} \partial_{p} g_{1}+\partial_{p} h_{1}\left(\partial_{p} g_{1}\right)^{2}+\partial_{p} h_{3}\right]\right\}\right)  \tag{D15}\\
& =\varepsilon+k\left(-\varepsilon \partial_{q} h_{1}+S_{1}-\partial_{p} h_{1}\right)+k^{2}\left\{-\varepsilon\left[\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}-\left(\partial_{q} h_{1}\right)^{2}\right]-\partial_{q} h_{1}\left(S_{1}-\partial_{p} h_{1}\right)\right. \\
& \left.+S_{2}-\partial_{p} h_{1} Q_{1}+\left(\partial_{p} h_{1} \partial_{p} g_{1}-\partial_{p} h_{2}\right)\right\}+k^{3}\left[S_{3}-Q_{2} \partial_{p} h_{1}-Q_{1}\left(-\partial_{p} h_{1} \partial_{p} g_{1}+\partial_{p} h_{2}\right)\right. \\
& -\left[-\partial_{p} h_{1} \partial_{p} g_{2}-\partial_{p} h_{2} \partial_{p} g_{1}+\partial_{p} h_{1}\left(\partial_{p} g_{1}\right)^{2}+\partial_{p} h_{3}\right] \\
& -\partial_{q} h_{1}\left[S_{2}-Q_{1} \partial_{p} h_{1}-\left(-\partial_{p} h_{1} \partial_{p} g_{1}+\partial_{p} h_{2}\right)\right]-\left[\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}-\left(\partial_{q} h_{1}\right)^{2}\right]\left(S_{1}-\partial_{p} h_{1}\right) \\
& \left.-\varepsilon\left[\partial_{q} h_{3}+\partial_{q} g_{1}\left(-\partial_{p} h_{2}+\partial_{p} h_{1} \partial_{p} g_{1}\right)-\partial_{q} g_{2} \partial_{p} h_{1}+2 \partial_{q} h_{1}\left(\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}\right)-\left(\partial_{q} h_{1}\right)^{3}\right]\right]+O\left(k^{4}\right) . \tag{D16}
\end{align*}
$$

Substituting Eq. (D16) into Eq. (D9), we obtain

$$
\begin{align*}
p^{\prime}= & \left(1+k \partial_{p} g_{1}+k^{2} \partial_{p} g_{2}\right)^{-1}\left[1+k Q_{1}+k^{2} Q_{2}-\left(k \partial_{q} g_{1}+k^{2} \partial_{q} g_{2}\right) q^{\prime}\right]+O\left(k^{3}\right) \\
= & {\left[1-k \partial_{p} g_{1}-k^{2} \partial_{p} g_{2}+k^{2}\left(\partial_{p} g_{1}\right)^{2}\right] } \\
& \times\left[1+k Q_{1}+k^{2} Q_{2}-\left(k \partial_{q} g_{1}+k^{2} \partial_{q} g_{2}\right)\left\{\varepsilon+k\left(S_{1}-\partial_{p} h_{1}-\varepsilon \partial_{q} h_{1}\right)\right\}\right]+O\left(k^{3}\right) \\
= & {\left[1-k \partial_{p} g_{1}-k^{2} \partial_{p} g_{2}+k^{2}\left(\partial_{p} g_{1}\right)^{2}\right] } \\
& \times\left[1+k\left(Q_{1}-\varepsilon \partial_{q} g_{1}\right)+k^{2}\left\{Q_{2}-\varepsilon \partial_{q} g_{2}-\partial_{q} g_{1}\left(S_{1}-\partial_{p} h_{1}-\varepsilon \partial_{q} h_{1}\right)\right\}\right]+O\left(k^{3}\right) \\
= & 1+k\left(-\partial_{p} g_{1}+Q_{1}-\varepsilon \partial_{q} g_{1}\right) \\
& +k^{2}\left\{Q_{2}-\varepsilon \partial_{q} g_{2}-\partial_{q} g_{1}\left(S_{1}-\partial_{p} h_{1}-\varepsilon \partial_{q} h_{1}\right)-\partial_{p} g_{1}\left(Q_{1}-\varepsilon \partial_{q} g_{1}\right)\right. \\
& \left.-\left[\partial_{p} g_{2}-\left(\partial_{p} g_{1}\right)^{2}\right]\right\}+O\left(k^{3}\right) . \tag{D17}
\end{align*}
$$

Comparing Eqs. (D16) and (15b) for the first order of $k$, we obtain

$$
\begin{equation*}
H_{1}(q)=S_{1}(p, q)-\partial_{p} h_{1}(p, q)-\varepsilon \partial_{q} h_{1}(p, q) . \tag{D18}
\end{equation*}
$$

Integrating both sides from 0 to $\tau(0 \leqslant \tau \leqslant 2 \pi)$ with respect to $p$, we obtain

$$
\begin{align*}
\tau H_{1}(q) & =\int_{0}^{\tau}[-a \sin p-(1+s) \sin q] d p-h_{1}(\tau, q)+O(\varepsilon) \\
& =a(\cos \tau-1)-(1+s) \tau \sin q-h_{1}(\tau, q)+O(\varepsilon) \tag{D19}
\end{align*}
$$

Substituting $2 \pi$ into $\tau$, we obtain

$$
\begin{equation*}
H_{1}(q)=-(1+s) \sin q+O(\varepsilon) \tag{D20}
\end{equation*}
$$

Subsequently, substituting Eq. (D20) into Eq. (D19) and replacing $\tau$ with $p$, we obtain

$$
\begin{equation*}
h_{1}(p, q)=a(\cos p-1)+O(\varepsilon) \tag{D21}
\end{equation*}
$$

Furthermore, comparing Eqs. (D17) and (15a) for the first order of $k$, we obtain

$$
\begin{equation*}
G_{1}(q)=Q_{1}(p, q)-\partial_{p} g_{1}(p, q)-\varepsilon \partial_{q} g_{1}(p, q) \tag{D22}
\end{equation*}
$$

Integrating both sides from 0 to $\tau$ with respect to $p$, we obtain

$$
\begin{align*}
\tau G_{1}(q) & =\int_{0}^{\tau}[-(1+r) a \sin p-\sin q] d p-g_{1}(\tau, q)+O(\varepsilon) \\
& =(1+r) a(\cos \tau-1)-\tau \sin q-g_{1}(\tau, q)+O(\varepsilon) \tag{D23}
\end{align*}
$$

Substituting $2 \pi$ into $\tau$, we obtain

$$
\begin{equation*}
G_{1}(q)=-\sin q+O(\varepsilon) \tag{D24}
\end{equation*}
$$

Subsequently, substituting Eq. (D23) into Eq. (D24), we obtain

$$
\begin{equation*}
g_{1}(p, q)=(1+r) a(\cos p-1)+O(\varepsilon) \tag{D25}
\end{equation*}
$$

Next, we compare Eqs. (D16) and (15b) for the second order of $k$ and utilize Eqs. (D21) and (D25) to obtain

$$
\begin{aligned}
H_{2}(q)= & -\varepsilon\left(\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}\right)-\partial_{q} h_{1}\left(S_{1}-\partial_{p} h_{1}\right)+S_{2}-\partial_{p} h_{1} Q_{1}+\partial_{p} h_{1} \partial_{p} g_{1}-\partial_{p} h_{2} \\
= & -a \cos p(1+r) a(\cos p-1)-(1+s) \cos q a(\cos p-1) \\
& -(-a \sin p)[-(1+r) a \sin p-\sin q]-a \sin p[-(1+r) a \sin p]-\partial_{p} h_{2}+O(\varepsilon) \\
= & -(1+r) a^{2} \cos ^{2} p+a[(1+r) a-(1+s) \cos q] \cos p+(1+s) a \cos q-a \sin q \sin p-\partial_{p} h_{2}+O(\varepsilon)
\end{aligned}
$$

Integrating both sides from 0 to $\tau$ with respect to $p$, we obtain

$$
\begin{equation*}
\tau H_{2}(q)=-\frac{1+r}{2} a^{2}\left(\tau+\frac{1}{2} \sin 2 \tau\right)+a[(1+r) a-(1+s) \cos q] \sin \tau+(1+s) a \tau \cos q+a \sin q(\cos \tau-1)-h_{2}+O(\varepsilon) . \tag{D26}
\end{equation*}
$$

Substituting $2 \pi$ into $\tau$, we obtain

$$
\begin{equation*}
H_{2}(q)=-a\left[\frac{1+r}{2} a-(1+s) \cos q\right]+O(\varepsilon) \tag{D27}
\end{equation*}
$$

Substituting Eq. (D27) into Eq. (D26), we acquire

$$
\begin{equation*}
h_{2}(p, q)=-\frac{1+r}{4} a^{2} \sin 2 p+a[(1+r) a-(1+s) \cos q] \sin p+a \sin q(\cos p-1)+O(\varepsilon) \tag{D28}
\end{equation*}
$$

Comparing Eqs. (D17) to Eq. (15a) for the second order of $k$, we obtain

$$
\begin{align*}
G_{2}(q)= & Q_{2}-\varepsilon \partial_{q} g_{2}-\partial_{q} g_{1}\left(S_{1}-\partial_{p} h_{1}-\varepsilon \partial_{q} h_{1}\right)-\partial_{p} g_{1}\left(Q_{1}-\varepsilon \partial_{q} g_{1}\right)-\left[\partial_{p} g_{2}-\left(\partial_{p} g_{1}\right)^{2}\right] \\
= & -(1+r) a \cos p(1+r) a(\cos p-1)-\cos q a(\cos p-1) \\
& +(1+r) a \sin p[-(1+r) a \sin p-\sin q]-\partial_{p} g_{2}+4 a^{2} \sin ^{2} p+O(\varepsilon) \\
= & -(1+r)^{2} a^{2}+\left[(1+r)^{2} a^{2}-a \cos q\right] \cos p+a \cos q-(1+r) a \sin q \sin p \\
& +(1+r)^{2} a^{2} \sin ^{2} p+(1+r)^{2} a^{2}\left(\frac{\tau}{2}-\frac{1}{4} \sin 2 \tau\right)-\partial_{p} g_{2}+O(\varepsilon) \tag{D29}
\end{align*}
$$

Integrating both sides from 0 to $\tau$ with respect to $p$, we obtain

$$
\begin{equation*}
\tau G_{2}(q)=-(1+r)^{2} a^{2} \tau+\left[(1+r)^{2} a^{2}-a \cos q\right] \sin \tau+a \tau \cos q+(1+r) a \sin q(\cos \tau-1)-g_{2}+O(\varepsilon \tau) \tag{D30}
\end{equation*}
$$

Substituting $2 \pi$ into $\tau$, we obtain

$$
\begin{equation*}
G_{2}(q)=a \cos q-(1+r)^{2} a^{2}+\frac{(1+r)^{2} a^{2}}{2}+O(\varepsilon) \tag{D31}
\end{equation*}
$$

Subsequently, substituting Eq. (D30) into Eq. (D31), we acquire

$$
\begin{equation*}
g_{2}(p, q)=\left[(1+r)^{2} a^{2}-a \cos q\right] \sin p+(1+s) a \sin q(\cos p-1)-\frac{(1+r)^{2}}{4} a^{2} \sin 2 p+O(\varepsilon) \tag{D32}
\end{equation*}
$$

We then obtain the following equation comparing Eqs. (D16) and (15b) for the third order of $k$ :

$$
\begin{align*}
& H_{3}(q)=S_{3}-Q_{2} \partial_{p} h_{1}-Q_{1}\left(-\partial_{p} h_{1} \partial_{p} g_{1}+\partial_{p} h_{2}\right)-\left[-\partial_{p} h_{1} \partial_{p} g_{2}-\partial_{p} h_{2} \partial_{p} g_{1}+\partial_{p} h_{1}\left(\partial_{p} g_{1}\right)^{2}+\partial_{p} h_{3}\right] \\
& -\partial_{q} h_{1}\left[S_{2}-Q_{1} \partial_{p} h_{1}-\left(-\partial_{p} h_{1} \partial_{p} g_{1}+\partial_{p} h_{2}\right)\right]-\left[\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}-\left(\partial_{q} h_{1}\right)^{2}\right]\left(S_{1}-\partial_{p} h_{1}\right) \\
& -\varepsilon\left[\partial_{q} h_{3}+\partial_{q} g_{1}\left(-\partial_{p} h_{2}+\partial_{p} h_{1} \partial_{p} g_{1}\right)-\partial_{q} g_{2} \partial_{p} h_{1}+2 \partial_{q} h_{1}\left(\partial_{q} h_{2}-\partial_{p} h_{1} \partial_{q} g_{1}\right)+\left(\partial_{q} h_{1}\right)^{3}\right]  \tag{D33}\\
& =\frac{a}{2} \sin p\left\{\left[(1+r)^{2} a^{2}-a \cos q\right] \sin p+(1+r) a \sin q(\cos p-1)\right\} \\
& +\frac{1+s}{2} \sin q\left\{-\frac{(1+r)}{4} a^{2} \sin 2 p+a[(1+r) a-(1+s) \cos q] \sin p+a \sin q(\cos p-1)\right\} \\
& +a \sin p\{-(1+r) a \cos p(1+r) a(\cos p-1)-\cos q a(\cos p-1)\} \\
& +[(1+r) a \sin p+\sin q]\left\{a \sin p[-(1+r) a \sin p]-\frac{1+r}{2} a^{2} \cos 2 p\right. \\
& +a[(1+r) a-(1+s) \cos q] \cos p-a \sin q \sin p\} \\
& -\left[a \sin p\left\{\left[(1+r)^{2} a^{2}-a \cos q\right] \cos p-(1+r) a \sin q \sin p-\frac{(1+r)^{2}}{2} a^{2} \cos 2 p-(1+r)^{2} a^{2} \sin ^{2} p\right\}\right. \\
& \left.+(1+r) a \sin p\left\{-\frac{1+r}{2} a^{2} \cos 2 p+a[(1+r) a-(1+s) \cos q] \cos p-a \sin q \sin p\right\}+\partial_{p} h_{3}\right] \\
& -[(1+s) a \sin q \sin p+a \cos q(\cos p-1)][-(1+s) \sin q]+O(\varepsilon)  \tag{D34}\\
& =\frac{a^{2}}{2}\left[(1+r)^{2} a-\cos q\right] \sin ^{2} p+\frac{1+r}{2} a^{2} \sin q \sin p \cos p-\frac{1+r}{2} a^{2} \sin q \sin p \\
& -\frac{(1+r)(1+s)}{8} a^{2} \sin q \sin 2 p+a \sin q[(1+r) a-(1+s) \cos q] \sin p \\
& +\frac{1+s}{2} a \sin ^{2} q \cos p-\frac{1+s}{2} a \sin ^{2} q-(1+r)^{2} a^{3} \sin ^{3} p-\frac{(1+r)^{2}}{2} a^{3} \cos 2 p \sin p \\
& +\left[-(1+r)^{2} a^{3} \cos ^{2} p \sin p+(1+r)^{2} a^{3} \sin p \cos p-a^{2} \cos q \sin p \cos p+a^{2} \cos q \sin p\right] \\
& +(1+r) a^{2}[(1+r) a-(1+s) \cos q] \sin p \cos p-(1+r) a^{2} \sin q \sin ^{2} p \\
& -(1+r) a^{2} \sin q \sin ^{2} p-\frac{1+r}{2} a^{2} \sin q \cos 2 p+(1+r) a^{2} \sin q \sin ^{2} p-\partial_{p} h_{3}+O(\varepsilon) \\
& +a[(1+r) a-(1+s) \cos q] \sin q \cos p-a \sin ^{2} q \sin p \\
& -a^{2}\left[(1+r)^{2} a-\cos q\right] \sin p \cos p+(1+r) a^{2} \sin q \sin ^{2} p \\
& +\frac{(1+r)^{2}}{2} a^{3} \cos 2 p \sin p-(1+r) a^{2}[(1+r) a-(1+s) \cos q] \sin p \cos p \\
& +(1+s)^{2} a \sin ^{2} q \sin p+(1+s) a \sin q \cos q \cos p-(1+s) a \sin q \cos q \\
& -\frac{(1+r)^{2}}{2} a^{3} \sin p \cos 2 p-(1+r)^{2} a^{3} \sin ^{3} p . \tag{D35}
\end{align*}
$$

Integrating both sides from 0 to $\tau$ of $p$ and substituting $2 \pi$ into $\tau$, we obtain

$$
\begin{gather*}
H_{3}(q)=\frac{a^{2}}{4}\left[(1+r)^{2} a-\cos q\right]-\frac{1+s}{2} a \sin ^{2} q-(1+s) a \sin q \cos q+O(\varepsilon)  \tag{D36}\\
014210-13
\end{gather*}
$$

## APPENDIX E: PROOF OF PROPOSITION 1

This section states the proof of Proposition 1. First, we will show the following lemma to show Proposition 1.

Lemma 1. On the condition of Proposition 1, there exist stable periodic orbits with 0 and 1 winding number with respect to $x$ and $y$, respectively, and is homeomorphic to $\mathbb{S}^{1}$ in the cylindrical region $D=\left[x_{1}, x_{2}\right] \times(-\pi, \pi] \subset \mathbb{T}^{2}$.

Proof. First, the trajectory out of any point in $D$ stays in $D$. If there were to exist a trajectory that goes from inside $D$ to outside $D$, the trajectory would cross the $D$ boundary ( $x=x_{1}, x_{2}$ ). However, $\left.\dot{x}\right|_{x=x_{1}}>0$ and $\left.\dot{x}\right|_{x=x_{2}}<0$ (i.e., the flow of $x$ on the boundary head inside $D$ ), which contradicts the existence of such trajectories.

Second, no equilibrium point exists because of the assumption of Proposition 1, and the cylindrical region $D$ is homeomorphic to an annulus but not to torus $\mathbb{T}^{2}$. Therefore the generalization of the Poincaré-Bendixson theorem [28] guarantees the existence of stable periodic orbits homeomorphic to $\mathbb{S}^{1}$ in $D$.

Finally, we consider the winding numbers of the periodic orbits. In the first place, the winding number with respect to $x$ is zero because $D$ is a trapping region, where any trajectory does not go out. Next, if the winding number with respect to $y$ were to be zero, then the orbits would be closed in $\mathbb{R}^{2}$ and thus enclose fixed points by index theory [29]. This contradicts the assumption that no fixed point exists. By contrast, if the winding number with respect to $y$ were to be more than 1 , then the orbits would cross themselves; this, however, contradicts the existence and uniqueness theorem [29]. Therefore the winding number with respect to $y$ is 1 .

Next, we show the proof of Proposition 1.
Proof. Considering the time reversal of Lemma 1 and Eq. (4), there exist stable periodic orbits and unstable ones in $D$ and $D^{\text {c }}$, respectively. The trajectory out of any point
then converges to the stable periodic orbits or the unstable ones by the generalization of the Poincaré-Bendixson theorem [28].

## APPENDIX F: STABILITY OF FIXED POINTS

In this section we analyze the linear stability of the fixed points in Sec. IV C. We can argue the linear stabilities of the fixed points with the Jacobian matrix of Eq. (4) $J$ as follows:

$$
J=-K\left(\begin{array}{cc}
(1+r) a \cos x & \cos y  \tag{F1}\\
a \cos x & (1+s) \cos y
\end{array}\right)
$$

The trace and determinant of $J$ satisfy the following equations and inequality:

$$
\begin{gather*}
\operatorname{tr} J=-K[(1+r) a \cos x+(1+s) \cos y],  \tag{F2}\\
\operatorname{det} J=(r+s+r s) a K^{2} \cos x \cos y,  \tag{F3}\\
(\operatorname{tr} J)^{2}-4 \operatorname{det} J=K^{2}[(1+r) a \cos x-(1+s) \cos y]^{2}>0 \tag{F4}
\end{gather*}
$$

Here, $\cos x_{1}>0, \cos x_{2}<0, \cos y_{1}>0, \cos y_{2}<0$, and $a>0, K>0$; thus, the trace and determinant of $J$ on each fixed point satisfy

$$
\begin{aligned}
& \left.\operatorname{det} J\right|_{(x, y)=\left(x_{1}, y_{1}\right)}>0,\left.\quad \operatorname{tr} J\right|_{(x, y)=\left(x_{1}, y_{1}\right)}<0, \\
& \left.\operatorname{det} J\right|_{(x, y)=\left(x_{1}, y_{2}\right)}<0, \\
& \left.\operatorname{det} J\right|_{(x, y)=\left(x_{2}, y_{1}\right)}<0, \\
& \left.\operatorname{det} J\right|_{(x, y)=\left(x_{2}, y_{2}\right)}>0,\left.\quad \operatorname{tr} J\right|_{(x, y)=\left(x_{2}, y_{2}\right)}>0 .
\end{aligned}
$$

In conclusion, $\left(x_{1}, y_{1}\right)$ is a sink; $\left(x_{1}, y_{2}\right),\left(x_{2}, y_{1}\right)$ are saddles; and $\left(x_{2}, y_{2}\right)$ is a source in terms of linear stability. Indeed, Fig. 3(e) shows that the fixed points are composed of a sink, two saddles, and a source.
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